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EXECUTIVE SUMMARY

This project was my attempt to learn more about various models. I explored a smaller dataset than the MovieLens which allowed me to use the caret model to try various models. I chose the metric RMSE as it was familiar but other metrics could have been chosen.

The first step was to setup the required packages.

###### install all required packages for this project  
install.packages("caret")

library(caret)

if(!require(tidyverse)) install.packages("tidyverse", repos = "http://cran.us.r-project.org")if(!require(caret)) install.packages("caret", repos = "http://cran.us.r-project.org")  
if(!require(data.table)) install.packages("data.table", repos = "http://cran.us.r-project.org")library(tidyverse)  
library(caret)  
library(data.table)  
# Adding Additional Packages   
library (broom)  
library(lubridate)library(tibble)  
install.packages("randomForest")

library(randomForest)

install.packages("matrixStats")

library(matrixStats)

library(purrr)  
install.packages("AppliedPredictiveModeling")

library(AppliedPredictiveModeling)  
install.packages("e1071")

library(e1071)  
library(readr)  
library(readxl)  
library(ggplot2)  
install.packages("caretEnsemble")

library(caretEnsemble)

install.packages("RANN")

install.packages("arm")

library(arm)

install.packages("penalized")

library(penalized)

install.packages("pls")

library(pls)

install.packages("quantregForest")

library(quantregForest)

library(dplyr)

METHOD/ANALYSIS

I chose a dataset from Kaggle which was a csv file. I converted it to an excel file and loaded it into Rstudio () Reference: kaggle datasets download -d sootersaalu/amazon-top-50-bestselling-books-2009-2019)

I chose a smaller dataset that would be easier to run. This is a look at Amazons top 50 best selling books from 2009 to 2019. It maybe necessary to download the excel file which will be with the uploads. I also adapted the excel file to remove the Name column, it causes the models to crash or run slowly.

##Data was downloaded as a CSV and converted into excel file. Excel file will be attached separately.   
dataset <- read\_xlsx("dataset\_1.xlsx")

Data pulled from this source: Will include a copy of excel file.

@misc{sooter saalu\_2020, title={Amazon Top 50 Bestselling Books 2009 - 2019}, url={https://www.kaggle.com/dsv/1556647}, DOI={10.34740/KAGGLE/DSV/1556647}, publisher={Kaggle}, author={Sooter Saalu}, year={2020} }

I need to clean the data to make it useful for the various models. Part of that was converting the Genre from a character to factor based on two categories of Fiction and Non Fiction. Also I converted Author from character to Factor because I figured various user ratings could be influence by the author. I then set up a training set and test set.

### Cleaning the data and creating the trainset and test set.   
dataset\_tidy <- as.data.frame(dataset)  
dataset\_tidy$Genre <- as.factor(dataset\_tidy$Genre)  
dataset\_tidy$Author <- as.factor(dataset\_tidy$Author)  
set.seed(1, sample.kind ="Rounding")

## Warning in set.seed(1, sample.kind = "Rounding"): non-uniform 'Rounding' sampler  
## used

y <- dataset\_tidy$`User Rating`  
  
test\_index <- createDataPartition(y, times = 1, p = 0.7, list = FALSE)  
  
train\_set <- dataset\_tidy%>% slice(test\_index)  
test\_set <- dataset\_tidy %>% slice(-test\_index)

I explored the data to see which variables might be important. The preProcess function used as a stand alone was an interesting method to explore the data. The range of the User Rating goes from 3.3 to 4.9 with an average of 4.618. I will use other preprocessing methods to explore the dataset. Here is with it set to scale, which divides values by standard deviation.

##Sumarize the data with Scale  
summary(dataset\_tidy[,1:6])

## Author User Rating Reviews   
## Jeff Kinney : 12 Min. :3.300 Min. : 37   
## Gary Chapman : 11 1st Qu.:4.500 1st Qu.: 4058   
## Rick Riordan : 11 Median :4.700 Median : 8580   
## Suzanne Collins : 11 Mean :4.618 Mean :11953   
## American Psychological Association: 10 3rd Qu.:4.800 3rd Qu.:17253   
## Dr. Seuss : 9 Max. :4.900 Max. :87841   
## (Other) :486   
## Price Year Genre   
## Min. : 0.0 Min. :2009 Fiction :240   
## 1st Qu.: 7.0 1st Qu.:2011 Non Fiction:310   
## Median : 11.0 Median :2014   
## Mean : 13.1 Mean :2014   
## 3rd Qu.: 16.0 3rd Qu.:2017   
## Max. :105.0 Max. :2019   
##

#### calculate the pre-process parameters from the dataset  
preprocessParams <- preProcess(dataset\_tidy[,1:6], method=c("scale"))  
preprocessParams

## Created from 550 samples and 6 variables  
##   
## Pre-processing:  
## - ignored (2)  
## - scaled (4)

##Sumarize the data with Center and Scale  
summary(dataset\_tidy[,1:6])

## Author User Rating Reviews   
## Jeff Kinney : 12 Min. :3.300 Min. : 37   
## Gary Chapman : 11 1st Qu.:4.500 1st Qu.: 4058   
## Rick Riordan : 11 Median :4.700 Median : 8580   
## Suzanne Collins : 11 Mean :4.618 Mean :11953   
## American Psychological Association: 10 3rd Qu.:4.800 3rd Qu.:17253   
## Dr. Seuss : 9 Max. :4.900 Max. :87841   
## (Other) :486   
## Price Year Genre   
## Min. : 0.0 Min. :2009 Fiction :240   
## 1st Qu.: 7.0 1st Qu.:2011 Non Fiction:310   
## Median : 11.0 Median :2014   
## Mean : 13.1 Mean :2014   
## 3rd Qu.: 16.0 3rd Qu.:2017   
## Max. :105.0 Max. :2019   
##

#### calculate the pre-process parameters from the dataset  
preprocessParams\_1 <- preProcess(dataset\_tidy[,1:6], method=c("scale","center"))  
preprocessParams\_1

## Created from 550 samples and 6 variables  
##   
## Pre-processing:  
## - centered (4)  
## - ignored (2)  
## - scaled (4)

## Viewing the training and test dataset  
str(test\_set)

## 'data.frame': 163 obs. of 6 variables:  
## $ Author : Factor w/ 248 levels "Abraham Verghese",..: 125 220 96 175 97 13 90 144 49 205 ...  
## $ User Rating: num 4.7 4.6 4.7 4.8 4.4 4.7 4.6 4.6 4.5 4.8 ...  
## $ Reviews : num 17350 2052 21424 7665 12643 ...  
## $ Price : num 8 22 6 12 11 15 8 2 8 13 ...  
## $ Year : num 2016 2011 2017 2019 2011 ...  
## $ Genre : Factor w/ 2 levels "Fiction","Non Fiction": 2 1 1 2 1 1 1 2 2 2 ...

head(test\_set)

## Author User Rating Reviews Price Year Genre  
## 1 JJ Smith 4.7 17350 8 2016 Non Fiction  
## 2 Stephen King 4.6 2052 22 2011 Fiction  
## 3 George Orwell 4.7 21424 6 2017 Fiction  
## 4 National Geographic Kids 4.8 7665 12 2019 Non Fiction  
## 5 George R. R. Martin 4.4 12643 11 2011 Fiction  
## 6 Amor Towles 4.7 19699 15 2017 Fiction

str(train\_set)

## 'data.frame': 387 obs. of 6 variables:  
## $ Author : Factor w/ 248 levels "Abraham Verghese",..: 135 97 115 90 119 150 223 6 30 30 ...  
## $ User Rating: num 4.7 4.7 4.7 4.6 4.6 4.5 4.6 4.5 4.6 4.4 ...  
## $ Reviews : num 18979 19735 5983 23848 4149 ...  
## $ Price : num 15 30 3 8 32 5 17 4 6 6 ...  
## $ Year : num 2018 2014 2018 2016 2011 ...  
## $ Genre : Factor w/ 2 levels "Fiction","Non Fiction": 2 1 2 1 2 1 2 2 2 2 ...

head(train\_set)

## Author User Rating Reviews Price Year Genre  
## 1 Jordan B. Peterson 4.7 18979 15 2018 Non Fiction  
## 2 George R. R. Martin 4.7 19735 30 2014 Fiction  
## 3 James Comey 4.7 5983 3 2018 Non Fiction  
## 4 Fredrik Backman 4.6 23848 8 2016 Fiction  
## 5 Jaycee Dugard 4.6 4149 32 2011 Non Fiction  
## 6 Madeleine L'Engle 4.5 5153 5 2018 Fiction

## Looking at the average user  
avg\_user\_rating <- mean(train\_set$`User Rating`)  
avg\_user\_rating

## [1] 4.617313

This should match the preprocessing values and it does.

Step 1 was to set up a linear regression to see what impacts of the different variables might be. I did not use caret for this portion but will use it later.

## LM model without using caret  
fit\_lm <- lm(train\_set$`User Rating` ~ Reviews + Year +Price + Genre, data = train\_set)  
fit\_lm$coeff

## (Intercept) Reviews Year Price   
## -2.636046e+01 -2.608245e-06 1.542908e-02 -1.775137e-03   
## GenreNon Fiction   
## -7.133556e-02

y\_hat <- predict(fit\_lm, test\_set)  
  
rmse\_lm\_wo <- RMSE(y\_hat, test\_set$`User Rating`)  
rmse\_lm\_wo

## [1] 0.2082181

The output with all variables( # of Reviews, Year, Price, Genre) was 0.2082. Next I will remove Genre to see if it impacts the predictions.

## a look a LM with out caret and ingoring genre  
fit\_lm\_genre <- lm(`User Rating` ~ Reviews + Year +Price , data = train\_set)  
fit\_lm\_genre$coeff

## (Intercept) Reviews Year Price   
## -2.452256e+01 -1.785370e-06 1.449398e-02 -2.250584e-03

y\_hat\_genre <- predict(fit\_lm\_genre, test\_set)  
  
rmse\_lm\_wo\_genre <- RMSE(y\_hat\_genre, test\_set$`User Rating`)  
rmse\_lm\_wo\_genre

## [1] 0.208937

Next I will remove Price and Genre to see what impacts those variables had.

### A look at Reviews and Year only on a LM model  
fit\_lm\_genre\_price <- lm(`User Rating` ~ Reviews + Year , data = train\_set)  
fit\_lm\_genre\_price$coeff

## (Intercept) Reviews Year   
## -2.708066e+01 -1.598561e-06 1.574802e-02

y\_hat\_genre\_price <- predict(fit\_lm\_genre\_price, test\_set)  
  
rmse\_lm\_wo\_genre\_price <- RMSE(y\_hat\_genre\_price, test\_set$`User Rating`)  
rmse\_lm\_wo\_genre\_price

## [1] 0.2093991

Last I look at just User Rating compared with the number of Reviews.

## LM model of Reviews only  
fit\_lm\_genre\_price\_year <- lm(`User Rating` ~ Reviews , data = train\_set)  
fit\_lm\_genre\_price\_year$coeff

## (Intercept) Reviews   
## 4.625023e+00 -6.238977e-07

y\_hat\_genre\_price\_year <- predict(fit\_lm\_genre\_price\_year, test\_set)  
  
rmse\_lm\_wo\_genre\_price\_year <- RMSE(y\_hat\_genre\_price\_year, test\_set$`User Rating`)  
rmse\_lm\_wo\_genre\_price\_year

## [1] 0.2218029

To see all the results. I put them in the table below.

## results of LM models  
results\_lm\_wo\_caret <- data.frame(Method =c( "Linear Regression with Reviews, Year, Price, Genre", "Linear Regression with Reviews, Year, Price", "Linear Regression with Reviews, Year","Linear Regression with Reviews Only"), RMSE =c(rmse\_lm\_wo, rmse\_lm\_wo\_genre,rmse\_lm\_wo\_genre\_price, rmse\_lm\_wo\_genre\_price\_year))  
results\_lm\_wo\_caret

## Method RMSE  
## 1 Linear Regression with Reviews, Year, Price, Genre 0.2082181  
## 2 Linear Regression with Reviews, Year, Price 0.2089370  
## 3 Linear Regression with Reviews, Year 0.2093991  
## 4 Linear Regression with Reviews Only 0.2218029

The more variables you use in the model the less your RMSE is but the range is .2218 to .2082. I was not able to use the Authors variable in the LM model as it created an error. Next I will compare these model runs with similiar set up but using caret. I will explore other models beyond Linear Regression later.

### Using Caret to build the LM models  
### Genre, year, price, reviews  
set.seed(1, sample.kind = "Rounding")

## Warning in set.seed(1, sample.kind = "Rounding"): non-uniform 'Rounding' sampler  
## used

train\_lm <- train(`User Rating` ~ Reviews + Year+ Price + Genre , method = "lm", data = train\_set)  
y\_hat\_lm <- predict(train\_lm, test\_set, type ="raw")  
rmse\_lm <- RMSE(y\_hat\_lm, test\_set$`User Rating`)  
rmse\_lm

## [1] 0.2082181

## Using Caret, LM Model Year, Price, Reviews  
set.seed(1, sample.kind = "Rounding")

## Warning in set.seed(1, sample.kind = "Rounding"): non-uniform 'Rounding' sampler  
## used

train\_lm\_genre <- train(`User Rating` ~ Reviews + Year+ Price , method = "lm", data = train\_set)  
y\_hat\_lm\_genre <- predict(train\_lm\_genre, test\_set, type ="raw")  
rmse\_lm\_genre <- RMSE(y\_hat\_lm\_genre, test\_set$`User Rating`)  
rmse\_lm\_genre

## [1] 0.208937

##Using Caret, LM model of Reviews, year  
set.seed(1, sample.kind = "Rounding")

## Warning in set.seed(1, sample.kind = "Rounding"): non-uniform 'Rounding' sampler  
## used

train\_lm\_genre\_price <- train(`User Rating` ~ Reviews + Year , method = "lm", data = train\_set)  
y\_hat\_lm\_genre\_price <- predict(train\_lm\_genre\_price, test\_set, type ="raw")  
rmse\_lm\_genre\_price <- RMSE(y\_hat\_lm\_genre\_price, test\_set$`User Rating`)  
rmse\_lm\_genre\_price

## [1] 0.2093991

## using caret, LM model of Reviews only  
train\_lm\_genre\_price\_year <- train(`User Rating` ~ Reviews , method = "lm", data = train\_set)  
y\_hat\_lm\_genre\_price\_year <- predict(train\_lm\_genre\_price\_year, test\_set, type ="raw")  
rmse\_lm\_genre\_price\_year <- RMSE(y\_hat\_lm\_genre\_price\_year, test\_set$`User Rating`)  
rmse\_lm\_genre\_price\_year

## [1] 0.2218029

## results of Caret LM models  
results\_lm\_caret <- data.frame(Method=c("LM w/ Caret and all variables","LM w/ Caret and Reviews,Year, Price","LM w/ Caret and Reviews, Year","LM w/ Caret and Reviews"), RMSE = c(rmse\_lm,rmse\_lm\_genre,rmse\_lm\_genre\_price,rmse\_lm\_genre\_price\_year))  
results\_lm\_caret

## Method RMSE  
## 1 LM w/ Caret and all variables 0.2082181  
## 2 LM w/ Caret and Reviews,Year, Price 0.2089370  
## 3 LM w/ Caret and Reviews, Year 0.2093991  
## 4 LM w/ Caret and Reviews 0.2218029

## comparison of simple model and caret models  
comparison\_results <- data.frame(results\_lm\_caret, results\_lm\_wo\_caret)  
comparison\_results

## Method RMSE  
## 1 LM w/ Caret and all variables 0.2082181  
## 2 LM w/ Caret and Reviews,Year, Price 0.2089370  
## 3 LM w/ Caret and Reviews, Year 0.2093991  
## 4 LM w/ Caret and Reviews 0.2218029  
## Method.1 RMSE.1  
## 1 Linear Regression with Reviews, Year, Price, Genre 0.2082181  
## 2 Linear Regression with Reviews, Year, Price 0.2089370  
## 3 Linear Regression with Reviews, Year 0.2093991  
## 4 Linear Regression with Reviews Only 0.2218029

As it should be the results are the same but there are other types of modeling. Can I get the RMSE to be lower than the Linear Regression. The remainder of the models will be using Caret only.

## using caret to explore other models.   
### Randomforest  
set.seed(1, sample.kind = "Rounding")

## Warning in set.seed(1, sample.kind = "Rounding"): non-uniform 'Rounding' sampler  
## used

train\_rf <- train(`User Rating`~ . , method = "rf", data = train\_set, metric ="RMSE")  
y\_hat\_rf <- predict(train\_rf, test\_set, type = "raw")  
rmse\_rf <- RMSE(y\_hat\_rf,test\_set$`User Rating`)  
  
   
rmse\_rf

## [1] 0.1753545

plot(train\_rf)
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I added the metric of RMSE to the model and allowed it to pick the variables. Authors would have been included in that and the RMSE from the Random Forest was 0.1753.

Now to look at it using KNN. Additional tuning was added such as cross validation

## using caret to explore KNN   
set.seed(1, sample.kind = "Rounding")

## Warning in set.seed(1, sample.kind = "Rounding"): non-uniform 'Rounding' sampler  
## used

control <- trainControl(method = "cv", number = 10, p = .9)  
train\_knn <- train(`User Rating` ~ ., method= "knn", data = train\_set, tuneGrid = data.frame(k=seq(9,71,2)), trControl = control, metric ="RMSE")  
train\_knn$bestTune

## k  
## 19 45

y\_hat\_knn <- predict(train\_knn, test\_set, type ="raw")  
rmse\_knn <- RMSE(y\_hat\_knn, test\_set$`User Rating`)  
rmse\_knn

## [1] 0.2131459

ggplot(train\_knn, highlight = TRUE)
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train\_knn$finalModel

## 45-nearest neighbor regression model

plot(train\_knn)![](data:image/png;base64,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)

## using caret to  
train\_penalized <- train(`User Rating` ~ ., method= "penalized", data= train\_set, metric= "RMSE")

y\_hat\_pen <- predict(train\_penalized, test\_set, type ="raw")  
rmse\_pen <- RMSE(y\_hat\_pen, test\_set$`User Rating`)  
rmse\_pen

## [1] 0.2009099

set.seed(1, sample.kind ="Rounding")

## Warning in set.seed(1, sample.kind = "Rounding"): non-uniform 'Rounding' sampler  
## used

train\_glm <- train(`User Rating`~., method = "bayesglm", data =train\_set, metric ="RMSE")  
y\_hat\_glm <- predict(train\_glm, test\_set, type ="raw")  
rmse\_glm <- RMSE(y\_hat\_glm, test\_set$`User Rating`)  
rmse\_glm

## [1] 0.1703655

RESULTS

Below are the results of all the Caret Models that were run. The models include Linear Regression, Bayes GLM, KNN, RandomForest, and Penalized. RMSE was the chosen metric for all models.

results <- data.frame(Method =c( "Linear Regresion with Caret"," Bayes GLM","KNN","RandomForest", "Penalized"), RMSE =c(rmse\_lm, rmse\_glm,rmse\_knn,rmse\_rf, rmse\_pen))  
results

## Method RMSE  
## 1 Linear Regresion with Caret 0.2082181  
## 2 Bayes GLM 0.1703655  
## 3 KNN 0.2131459  
## 4 RandomForest 0.1753545  
## 5 Penalized 0.2009099

CONCLUSION

As you can see from the results above. The lowest RMSE produced was from the Bayes GLM. Each of these models all the model to pick the appropriate variables, except Linear Regression. This project allowed me to become familiar with the various parameters of CARET. Metrics, Tuning, etc… I also tried to learn the preProcess parameter but with less success.

Its easy to see that some variables are important to the overall sucess. A well known author migh influence the number of sales which could lead to higher number of reviews. Price also influences the number of sales. The year and genre have some influence but it appears to a lessor extent. These models could be used to help Amazon determine how sucessful a book might be.

Future work would be to learn how to incorporate the confusion matrix into this as well as work with Classification models.